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Estimating depth in the comics domain is subject to many challenges, including a) occlusions between
characters; b) unusual object sizes (the bird here); c) unusual perspective; d) and e) different illustrative
styles. The images are monocular, lack ground-truth depth annotations and are noisy. We thus, use an off-
the-shelf unsupervised image to image translation method to translate the comics images to natural ones
and then use an attention-guided monocular depth estimator to predict their depth.

Motivation

We introduce a cross-domain depth estimation method by leveraging an off-the-shelf
unsupervised I2I translation method.

We exploit the contextual information for depth prediction of a given scene where we use an
inner feature-based GAN and a Laplacian edge detector.

By introducing a text detector, we reduce the artefacts from text and speech balloons in the depth
predictions, which are specific to comics.

We introduce a benchmark dataset for comics images with 450 manually annotated image-depth
pairs.
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Contributions

Quantitative Comparison
The state-of-the-art monocular depth estimation models fail to predict accurate depth when directly 

employed on comics images.

Example from our annotated benchmark for comics images. Overview of our approach with the text module.

Motivation for our text module.
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Challenges in the comics domain.


