
Computational Photography: CS 413
Project Proposals 2023

February 2023

IVRL

Below is a list of project proposals for the CS 413 course, Spring semester
2023. Clarifications about each proposal can be obtained from the corresponding
supervisor TA. The deliverables explain what is expected from you to submit by
the end of the semester, aside from presentations/reports.

Table of Contents

1 Aesthetics of sets of images . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2
2 TimeWarp: How would this scene look in 100 years? . . . . . . . . . . . . . . . . 4
3 Text to Photomosaic . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
4 From RGB to NIR with Style Transfer . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7



2 February 2023

1 Aesthetics of sets of images

Fig. 1. Wall-collages are examples of sets of images that can be considered as aesthetic
sets of images. Images source: amazon.com and amazon.com

Description: The existing literature on computational aesthetics (datasets and
models, [2], [5], [3], [6], [1], [4]) mainly focuses on assessing the aesthetics of
images individually. The goal of this project is to extend those works to sets of
images: What makes different images fit well together or not? Is a set of pleasant
images always a pleasant set of images? Are images in a pleasant set of images
also pleasant individually?
Tasks: As a starter point, you will assess the aesthetics of a set of images by
making a collage out of those images and feed it to a pretrained aesthetics model
(designed for single images), e.g., [2], [5]. You will evaluate this technique by
gathering some sets of images that should be predicted as pleasant/well-fitting-
together (e.g., wall collages, illustrations inside the same board game or inside the
same illustrated book, letters that belong to the same font/typeface, screenshots
from the same movie, etc.) and non-pleasant/non-fitting (e.g., random images,
letters that belong to the different fonts, a single duplicated image, etc.). Then
you will have to propose new methods and train your own models to assess the
aesthetics of sets of images and find clues about what makes a set of images
pleasant or not.
Prerequesites: Basics of Machine Learning. Basics of Python programming.
Learning objectives: Computational aesthetics, Machine Learning, Image clas-
sification.
Deliverables: Code, well cleaned up and easily reproducible. Written Report,
explaining the literature and steps taken for the project. Data and datasets that
have been used.
Supervised by: Martin Nicolas Everaert (martin.everaert@epfl.ch)

https://www.amazon.com/Shywall-Collage-Aesthetic-Pictures-Collection/dp/B096S19PV6
https://www.amazon.com/Artivo-Aesthetic-Collage-Bedroom-Collection/dp/B08W2R73TY
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2 TimeWarp: How would this scene look in 100 years?

Description: The goal of this project is to generate a synthetic dataset us-
ing state-of-the-art diffusion models and to train an image-to-image translation
model. In particular, you will focus on transforming a photograph of a scene into
a new photograph of what this scene might look like after 100 years.
Tasks:
1. Synthetic dataset generation (simplified pipeline, originally from [1]): You will
use text-guided diffusion models (Stable Diffusion [3]) to generate various pho-
tographs. You will also use a Cross Attention Control method (Prompt-to-
prompt [2]) to generate the same photographs as they might look like if the
scenes were abandoned for 100 years.
2. Image-to-image Translation training: You will then use your synthetic dataset
to train a deep model (e.g. a U-Net [4]) that takes as input an image and outputs
what it might look like in 100 years.
Possible variants: Several teams can work on this project. We can modify the
task (”if it was abandoned for 100 years”) into many variants (”if it was sunny
that day”, ”if the scene was happening in the Middle Age”, ”if we were on the
Moon”, ”in the theme of Christmas”).
Prerequesites: Basics of Machine Learning. Basics of Python programming.
Learning objectives:Denoising Diffusion Models, Cross Attention, Auto-Encoders,
Image-to-image Translation.
Deliverables: Code, well cleaned up and easily reproducible. Written Report,
explaining the literature and steps taken for the project. Data and datasets that
have been used.
Supervised by: Martin Nicolas Everaert (martin.everaert@epfl.ch)
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3 Text to Photomosaic

User input (text)

“Red 
heart”

Generated Mosaic-Art image

Fig. 2. Mosaic-Art synthesis from text, example of expected input/output for step 2.
Image source: blogspot.com

Description: The goal of this project is to create a simple Text to Photomo-
saic model. Your method will not require any training, as the generation of the
Photomosaic pictures will be optimization-based.
Tasks:
1. Differential rendering of Mosaic-Art: To implement the next step, you will
first need to implement a differentiable renderer for Mosaic-Art. From a set of
tiles (each with attributes: color, position, orientation, etc.), you must be able
to render the Mosaic-Art image and compute the gradient of the pixel values
with respects to the tiles attributes (color, position, orientation, etc.). You will
mainly use diffvg [2] for this step.
2. Mosaic-Art synthesis from text: You will implement an optimization-based
method to generate the Mosaic-Art from text. The main component of your
optimization will optimize the attributes of the tiles in the Mosaic-Art to max-
imize the CLIP similarity [3] between the Mosaic-Art picture and the text. For
this step, you will find most inspiration from CLIPdraw [1], but you have to
optimize tiles instead of strokes.
3. Image retrieval for Mosaic-Art to Photomosaic: Once you have your Mosaic-
Art images, you will find one photograph for each tile to obtain Photomosaics.
Prerequesites: Basics of Machine Learning. Basics of Python programming.
Learning objectives: Image Synthesis Through Optimization, Text and Image
multi-modality, Differentiable renderers.
Deliverables: Code, well cleaned up and easily reproducible. Written Report,
explaining the literature and steps taken for the project.
Supervised by: Martin Nicolas Everaert (martin.everaert@epfl.ch)

References
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http://queenbcreativeme.blogspot.com/2012/11/make-your-own-mosaic-art.html
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4 From RGB to NIR with Style Transfer

Fig. 3. Left: RGB channels of RGB-NIR images. Right: NIR spectral bands of RGB-
NIR images. Image source: RGB NIR Scene dataset.

Description: While RGB imaging captures data only for red, green and blue
colors, multispectral imaging captures data at various different wavelengths. In
this project we focus on RGB-NIR images. The goals of this project are to create
models that predict a possible NIR image from only the RGB channels of the
image, and analyze the results.
Tasks: You will train Image-to-Image Translation models to predict the NIR
image from the RGB image, using a RGB-NIR dataset [1]. You will analyze your
model in terms of multispectral imaging. Based on your analysis (e.g., maybe
the model fails on vegetation), you will improve your model with additional
pretrained models (e.g., segmentation models).
Prerequesites: Basics of Machine Learning. Basics of Python programming.

https://www.epfl.ch/labs/ivrl/research/downloads/rgb-nir-scene-dataset/
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Learning objectives: Multispectral imaging, Auto-Encoders, Image-to-image
Translation, Style Transfer.
Deliverables: Code, well cleaned up and easily reproducible. Written Report,
explaining the literature and steps taken for the project.
Supervised by: Martin Nicolas Everaert (martin.everaert@epfl.ch)
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