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1 Automatic and aesthetic image cropping

Fig. 1: Example of automatic image cropping (image source: [2]). Here, an
algorithm evaluates the aesthetics of 1000 random square crops from an input
image (a and c), and returns the crop with highest aesthetics score (b and d).

Description: This project focuses on creating an automatic image cropping algo-
rithm that both preserves essential image content and optimizes the aesthetics.
By leveraging existing models (colorfulness metric [1], CLIP image similarity [6],
aesthetics assessment models [3][4][5]), the goal is to develop a model that can
intelligently identify the most important regions of an image and crop it in a
way that enhances visual aesthetics. A baseline example is shown in Figure 1.

Tasks (non exhaustive list):

– You will propose algorithms to automatically crop images based on aesthet-
ics, content, and other factors you consider relevant (e.g., size of the crop,
similarity with original image, etc).

– Among other important aspects, your algorithm should ideally be inter-
pretable, by having the possibility to detail various aesthetics scores for each
crop, and highlighting which combination of these scores is optimized for.

– You will analyze your model’s output (in terms of speed, quality, control,
flexibility, interpretability, etc), qualitatively and quantitatively, and com-
pare it with relevant prior works.



Computational Photography (CS-413) Project Proposals 3

– Based on your analysis, you will improve your model.
– Implement an online demo (e.g., a HuggingFace Space) of your approaches.

Prerequisites: Basics of Machine Learning. Basics of Python programming. Ba-
sics of image processing.

Learning objectives: Computational aesthetics, Machine Learning, Foundation
models (CLIP), Image processing.

Deliverables: Code, well cleaned up and easily reproducible. Written report,
explaining the literature and steps taken for the project.

Supervised by: Martin Nicolas Everaert (martin.everaert@epfl.ch)
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2 Double exposure effect with diffusion models

Fig. 2: Manually creating a “Double Exposure” effect on PhotoShop. Image
source: this YouTube video.

Description: It is possible to create an effect mimicking double exposure [3]
by combining a silhouette image and a content image. However, this process is
manual and requires time to select appropriate images and combine them. The
goal of this project is to automate this process. The suggested direction for this
project is to modify the inference pipeline of a diffusion model to jointly generate
the silhouette and content images, using a similar approach as [1]. You are not
limited to this particular effect, if you are interested in additional visual effects,
feel free to suggest them.

Tasks (non exhaustive list):

– Perform a literature review on possible modifications of the inference pipeline
of a text-to-image model. How did people manage to generate optical illusion,
panoramas, or videos without retraining the model?

– Modify the inference pipeline of Stable Diffusion [2] (or another text-to-image
diffusion model if appropriate) to generate effects like Double Exposure.
Ideally, the user should be have the possibility to enter one textual prompt
for the silhouette and one textual prompt for the image content, or provide
one of these two image as input too.

https://www.youtube.com/watch?v=d-lhr83hEhk
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– Evaluate qualitatively and quantitatively the images produced by your ap-
proach.

– Explore other visual effects that can be done using the same approach.
– Implement an online demo (e.g., a HuggingFace Space) of your approaches.

Prerequisites: Basics of Machine Learning. Basics of Python programming. Ba-
sics of Diffusion models.

Learning objectives: Diffusion Models, Computational Aesthetics, Optical illu-
sions, Multiple Exposure.

Deliverables: Code, well cleaned up and easily reproducible. Written Report,
explaining the literature and steps taken for the project.

Supervised by: Martin Nicolas Everaert (martin.everaert@epfl.ch)
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